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Abstract 

Virtual environment for training may offer particular experience of realistic and/or augmented reality. Based on a conceptual differentiation between reality and the real, learning is approached as experiencing more and more representations of "augmented realities". Virtual reality technologies serve to develop such controlled and specified enhancements. This paper describes this approach and proposes key points to design virtual environments for training. 
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Virtual reality is being used more and more for training purposes. It has been used for decades in simulation,  mostly in sectors such as aerospace, military, advanced medicine… because of its high costs and technological limitations. Since those costs lowered thanks to the performance of new PC computers, a larger range of training organizations may now use it. This is not an insignificant event since virtual reality allows developing new training resources that were unthinkable up to now. How shall they be used? Shall they use the same practices with numerical devices or will educational approaches be renewed? This paper will explain how virtual reality may modify learning contexts because it allows sensory-motor experiences even for abstract data [MELLET 01a]. 

1. Maybe Not so Realistic, But so Real 

Most training courses for adults are based on learning by doing, and develop training situations from realistic contexts. They are used to reproduce work situations and simulate job activity with real equipments. But both job-look-like activities and complementary conceptual approaches contain their own limitations. Using virtual reality we may try to go further to provide integrated and experiential training. Let us look, see, and experience. 

1.1. Using a Truck Driving Simulator 

Following a traditional training course for truck driving, a trainee will quickly start driving a real truck. He will start the truck for the first time while both his trainer and other trainees watch him, observing every gesture, and maybe looking for an error. Once on the road, the danger comes. Everything should be completed at once in the right way. One should already know everything about driving a truck and behaving in traffic. That is a very strange starting point. Future learning will partly depend on traffic and climatic events. 

Attending another course where a simulator is available, another trainee will begin his training in the cabin of the truck simulator. Alone in his cabin, it is as if he were on his own on the road. No one is staring at him making him confused. He is alone, but not lonely. He may ask for help at anytime. Moreover, no dangerous unexpected event is to be feared. He can start slowly and learn the very beginning step by step. He gets a direct and objective control of his learning process both in real time thanks to a monitor in the cabin and later by reviewing eventually his exercises. When he makes mistakes, he can change his viewpoint and review the situation. If he has difficulties engaging his truck on the highway, he will be able to practice again and again until he feels confident with it. He will be able to learn to drive in different weather; he will start by a sunny day and then he will have to face rain, snow… driving in daytime first, then at night. The load on the truck will be modified, or not, in order that he may experience different situations or go on with the same context. Making progress during his training, he will have to face more critical situations, breakdowns, and unpredictable drivers… The simulator enables the learner to make progress step by step, assessing every newly acquired skill. 

1.2. Training Welders 

Up to now, people who want to learn welding have to practice real welding. On one hand, one may think this is fine as far as the aim of the training courses is to perform welding in the real world. But on the other hand, it is a learning puzzle. Indeed, there is no way that a welder may really see what he is doing. Because welding produces a lot of heat that turns into light and dazzle, a welder cannot see the real consequences of his welding. That is a strong learning handicap! So how does he learn? He acts knowing nothing about the quality of his work. Then he stops, waits for the part to cool down and may have a look at the outside of the part. He may then notice defects or not. If not, that does not mean he has performed a good quality welding. The next step will be an X-ray control. Then, an expert used to “reading” X-ray results will know and tell him whether there is a defect. But, if there is one, he will have to do better next time. The dilemma is how can any one learn from an error that is sometimes seen a few days after the action. How can one remember the very little change in holding or moving the torch that generated the default? How can one correct oneself on such bases? As a consequence, learning welding is a long and tedious process. 

Can we change it and propose another approach to train future welders? 

AFPA and C-S
 have been developing a specific virtual environment for training. On one hand, it look like a full-scale training simulator. On the other hand it will allow real-time visual feedback that does not exist in the real world. Besides additional educational aids, this virtual environment will propose a visual representation of the welding process. This representation will be directly correlated to the acts of the user. The quality of the melting and welding process will be correlated to the holding and moving of the torch. By such additional functions we aim to facilitate and shorten the learning process. Moreover training organizations should save money by reducing practice with real welding. The core hypotheses behind this development are that we may help the learner develop a correct mental model of the welding process and that this mental model will help him to weld correctly for his occupational activity. 

1.3. Machining 

So, what about machining? Progress in technologies due to computer-based processing makes machining not only more abstract but requires foreseeing every step of the processing. No more perception, no more reaction, no more corrections. Once the start button is pressed, the process is launched. How can this process be optimized? That is the very purpose of training. On the other hand, errors might be so damageable for the tools and dangerous for people that there is no room left for error. For this reason, training courses start by using old crank milling machines or crank lathes. Trainers wish the learner to feel with his body how the machine works, reacts,moves makes effort… Unfortunately, such machines are becoming rare. For this reason, AFPA is collaborating with CLARTE
 on a PerfRV’s
 project. The idea is to help the trainee gain experiential learning about how the machine works; this will depend on the tool, the metal of the part, the rotation speed… Using a force feedback arm and a virtual environment, it will be the learners who move the tool toward the piece of metal and provide the adequate effort to machine it. Thanks to the force feedback display, they will feel the greater or lesser effort the machine may provide depending on the choice of variables. They could even explore with no risk what may happen if too much is asked of the machine or tools. 

Once more the purpose is the same: to provide the learner with adequate perception-based mental representations that he will be able to refer to when he programs computer-assisted machines.  

2. Words and Concepts 

Some concepts may help support the approach. It starts with clear and simple perception. Firstly, our human perception is so limited that we can perceive very little about what is happening around us. There is no way for a human being to see in total darkness, no way to see through walls, no way to perceive infra red events, no way to observe atomic chemical transformations and so on. Yet, it is not because one cannot perceive events that those events do not exist. We can clearly distinguish two things. One is the world we know because we can perceive it or we were told about it by trustable persons. This is not quite the whole world. The other one is the global world, both known and unknown, too big and too small, whose history is so little known… We may need words to make this distinction. 

2.1. Reality Vs “The Real”

Following an old philosophical definition [LALANDE 76], we will distinguish between “reality” and “the real” [MELLET 98, 01b]. “The real” is all that exists whether we may know something about it or not. “Reality” is the representation of the world we may have in mind depending on our experience, perception, knowledge, culture and language. Reality is the result of both an intuitive and perceptive knowledge and a conceptual cognitive knowledge. To a certain extent what we think reality is may be true or false, shared by others or not, but it is always limited and more or less uncertain. Because of those limitations and uncertainty, human beings need to experiment and to learn from those experiences. As a group, human beings need to learn through science and to teach youth through education.  

2.2. Learning & Training

Learning is not only for youth, it is a long-life process [BEVAN 97]. In order to make things a little simpler, we may say that every time we modify our representation of reality to make it something closer to the real, we have learnt something. Turning this another way, if we may provide representations of hidden or imperceptible parts of the real, we may help others learn and correct their mental representation of reality.  

2.3. Virtual Environments for Training Vs Simulator 

So we reach the very point of our use of virtual reality. We want to use virtual reality to show and tell more about reality [MELLET 98, 01c] than is possible in the real world. How can we do so? 

· We can simplify the environment in order to eliminate disturbing items. 

· We can provide direct sensations and perceptions (visual, hearing, haptic…) or indirect perceptions based on sensorial illusions (pseudo-haptic [LECUYER 01])

· We can represent parts of the real that our senses may not perceive, enhancing or augmenting perception. Moreover, there might be substitution of sensorial information that should have been dedicated to one sense and that are delivered to another sense [RICHARD 94]. This is referred to by WINN [93] as “transduction”. Information may be also reinforced [RICHARD 95].

· We can modify our position in the scales of time and space [WINN 93] and have sensorial experience of microscopic worlds (e.g. experiencing chemical transformations…) or macroscopic spaces. 

· We can make abstract data perceptible by reification process. That means that abstract data is materialized in some solid figures. Objects and events that have no physical form may get perceptible representations (e.g. mathematical equations [WINN 93]).  

· We can provide metaphorical or diagrammatic information in order to enhance and explain particular aspects of a process. Reinforcing even "enhanced perceptive abilities" and suppressing ambiguities of figures; diagrams, arrows, signs may  facilitate the understanding of various phenomena.

· We can add conceptual information in order to designate figures in the world. A conceptual approach may help grounding [BACKER 99] and acquiring knowledge from experience.

Consequently, a virtual environment might be either fantasy-based, a direct reproduction of perceptive reality, a restructured reproduction of reality, or an enhancement of reality. All additional information or demarcation from the world as it may be perceived are forms of intentional alteration of reality. In this perspective, our approach is different from the simulation approach, which may focus on realism for all sensory-motor variables. The aim of simulation is to reproduce reality in the most realistic way technically possible. It tends to be a substitute to reality. In any case, we also want the model of the process to be the “realistic” and believable. Therefore, a virtual environment for training will include not only simulation functions but also specific augmentation facilities and added educational functions. It has to provide very sophisticated learning support and to support realistic rehearsal or assessment. In these situations, the system acts as a simulator that shows what could be perceived in the real world and reacts in the way closest to the real world. Finally, a virtual environment for training is a simulator with specific abilities to enhance reality and additional educational functions [MELLET 98]. 

3. Solving Learning Difficulties: An Example with the Virtual Environment for Welding
Besides the classical added value of simulation over the real situation (ie, eliminating risks, saving money, controlling practices, managing failures…), the “raison d’être” of a virtual environment for training is to facilitate learning especially when one faces difficulties such as those described for welding or machining. This point has some consequences. This will lead to a specific design methodology to develop such environments. A virtual environment for training cannot be developed independently of the education problem we want to solve. Moreover, hypotheses have to be developed on the best way to learn this particular item. This point may be easily illustrated around welding. 

How does the development start? 

As a starting point to design the virtual training environment for welding there was an educational problem to solve. Then came three hypotheses about how to solve it and how welding can be learnt. 

The first hypothesis was that the best way to learn welding is to rehearse and practice. The answer would have been to develop a classical welding simulator that shows exactly what a welder perceives in a real situation. This approach might have saved some money; it might also have shortened the duration between practice and evaluation of the works. But it would not have solved the educational problem. 

The second hypothesis was that a learner may learn best if he can imitate an expert while welding. In this hypothesis demonstration proves to be the key point. The virtual environment will thereby have to incorporate demonstration facilities using virtual humans to demonstrate, and will have to provide a tracking system to monitor how the learner reproduces those demonstrated gestures. The clear added value consists in that an agent is always available to demonstrate and the situation can be looked at from any viewpoint, even from the viewpoint of the expert himself, the learner looking through his eyes. Of course that is absolutely impossible in the real world. So this is a real improvement. The reason we did not go farther with that hypothesis is that it is false on its very bases. Imitating is not the correct answer to our educational problem because there is no unique model about how to weld. The adapted gesture depends directly on the body structure of the welder. As far as there are not two individuals with the same body, there cannot be a generic model about how to weld. 

So, the third hypothesis was based on two assertions. At the very end, the quality of the welding depends on the position and the moving of the torch. So the way a welder stands might be important for ergonomic purposes but not directly for the quality of the welding. The second assertion is that a welder will maintain his torch in an adequate position and move it in an appropriate way if he has in mind a relevant mental model about the welding process itself, and about how this process depends on the holding and moving of the torch. To help the learner set up a relevant mental model, the virtual environment will show the effects of his gesture on the welding process and on the melting phenomena in real time. This is the very hypothesis implemented by the virtual environment for training. It enables the learner to set up a mental model of how his gesture modifies the process of welding. The project consists of an augmented virtual reality system in which it is possible to suppress visual perturbations, where a welding string may be visible as well as the melting process in transparency. The coordination between the position of the torch and the model for the calculation of the process can make the system work. The system will show in real time the consequences on the melting process of the good or bad way that the torch is held. 

To facilitate learning, the system has to deal with the question “What makes a person learn?” As this model focuses on enhancement of reality, one must determine what level of enhancement has to be provided, when and why? This can lead us to use artificial intelligence to model the cognitive activity of the learner and diagnose adequate answers. One has to know how difficult it is to understand why somebody cannot understand something. What is the particular point he does not understand and why. There might be some objective reason linked to an inappropriate mental model. In that case, proposing an adequate enhanced representation might solve the problem. This might be the easiest hypothesis to treat. Indeed, by introducing successive breakdowns, troubles, or perturbations in the running of the system, an artificial intelligence system based on an appropriate model may locate errors in the mental model of the learner. It can then choose to enhance the learning environment appropriately. 

4. Perspectives 

Many works have sought to formalize engineering guidance for the conception of virtual environment for training. KALAWSKY [96] focused on linking technical solutions to possible uses of virtual reality and PANTELIDIS [96] focused on when to use or not virtual reality in the context of education. CARR K., ENGLAND [95] helped to approach virtual reality and simulation as tools, media, and concepts. Others such as SEIDEL et al. [97] tried to enlarge the perspective of using virtual reality systems for training based on ten years of experience in military contexts. PAPPO [98] formalized processes for simulation developments in skill training contexts. More recent works focused on error detection [LOURDEAUX 01] or engineering training process [MELLET 02]. 

Besides those works, still more engineering methods are needed for the development of virtual environments for training. Although the notion of virtual environment for training was inherited from the tradition of simulation, quite a new scope is being developed through an educational-oriented approach. Here might be the French touch, given this is used by EDF
 (The industrial faucet…), SNCF
 (FIACRE), AFPA with CLARTE and C-S…. Anyway, it opens up new perspectives for future development and will require work to formalize more standardized engineering methods to develop those virtual environments for training. 

This particular model may only work if inner reality is developed as a mental representation or a mental model. That is our basic hypothesis. If it is, a modification of the mental model may be regarded as a long term and stable modification. The point regarding how that model may be transferred in the real world and action may be undertaken is important. A virtual environment for training has to prepare for real conditions. The consequence is that the software has to enable learners to approach the environment with different levels of enhancement, including a level of no enhancement for realistic practice or rehearsal. 

Further works will then focus on methodology and engineering, introducing virtual humans and characters whether a pedagogical agent [RICKEL 99; LESTER 99; JOHNSON 00] or not, in order to train for relationship and communication oriented activities. In those contexts emotional data might be a more important issue, as shown in the works of ICT and ISI (USC)
 [RICKEL 01]. 
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